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Abstract

In thiswork we present a control strategy under uncertainty for mobilerobot navigation. In par-
ticular, weimplement aserver-client model, where the server executes thecommands and theclients
runinparallel, each performingitstasks. Tolerance analysisisperformed to incorporate sensing un-
certainties into the proposed model. The sensory system is depicted with aframework that allows
different levels of data representation, based on the robust modeling of the sensing uncertainties.
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1 Introduction

In any closed-loop control system, sensors are used to provide the feedback information that represents
the current status of the system and the environmental uncertainties. The main component in such sys-
tems is the transformation of sensor outputs to the decision space, then the computation of the error
signalsand the joint-level commands. For example, the sensor readings might be the current tool posi-
tion, the error signal the difference between the desired and current position at thismoment, and finaly,
thejoint-level command will be the required actuator torque/force.

Thesensors used in thedescribed control scheme are considered to be passive elementsthat provide
raw datato acentral controller. Thecentral controller computesthe next command based on therequired
task and the sensor readings. The disadvantage of this schemeisthat the central controller may become
abottleneck when the number of sensorsincreaseswhich may |ead tolonger responsetime. By response
time we mean thetime between two consecutive commands. |n some applicationsthe required response
time may vary according to the required task and the environment status. For example, in autonomous
mobile robot with the task of reaching a destination position while avoiding unknown obstacles, the
time to reach to the required position may not be important, however, the response time for avoiding
obstaclesis critical and requires fast response.

Fast response can be achieved by all owing sensorsto send commandsdirectly to the physical system
when quick attention isrequired. Thisis analogousto human reactions to some events. In the normal
cases, the sensory systemsin humans (e.g., eye, ear, nerves, etc.) sends perceived datato the brain (the
central controller) which analyze this data and decides the next action to be taken based on the result of
the analysis and the required task to be done. However, humans have a very fast contracting reaction
when touching hot surfaces for example. In such cases, thisreaction behavior is due to commands sent
directly from the nerves at the skin spot where the touch occurred to the muscles, bypassing the brain.

In this work, several controllers (clients) are working in paralel, competing for the server. The
server sdlects the command to be executed based on a dynamically configured priority scheme. Each
of these clients has a certain task, and can use the sensor readingsto achieveits goa. A specia client



with thetask of avoiding obstaclesisassigned the highest priority. Theclients needsto know the current
state of the system and the command history to update their control strategy. Therefore, the server has
to broadcast the selected command and the current state of the system.

Another aspect of thiswork isincorporating tolerance anal ysis and measures into the used sensory
system. This provides quantitativemeasures for the accuracy of thelocation of measured points. It also
serves asthe basisfor devising sensing strategiesto enhance the measured datafor localization and map
construction.

Thelogical sensor approach, which we used to model the sensory systemin our mobilerobot, allows
flexible and modular design of the controllers. It also provides severa levels of data abstraction and
tolerance analysis based on the sensor type and the required task. The initial work on this project is
describedin[1]. Thisapproachisused to build high-level requestswhich may beused by the application
program. These requests include measuring data points within a specific tolerance or within a certain
timelimit. Thisideais demonstrated in theresultsin Section 3.

2 TheProposed Control Scheme

The robot behavior can be described as a function F that maps a set of events £ to a set of actions A.
This can be expressed as:

F.&E— A

Thetask of the robot controller isto reaizethisbehavior. In general we can define the controller as
aset of pairs:

{(e1,a1), (e2,a2),...,(€n,an)}

wheree; € £, and a; € A
Theevents can be defined as theinterpretation of theraw data perceived by the sensors. Let’sdefine
the function 7 which maps raw data R to events &:

T-R—E&
Thefunctions7 and F can be closed form equations, |ookup tabl es, or inference engine of an expert
system. This depends on the kind of application and the complexity of each transformation.

2.1 Abstract Sensor Model

We can view the sensory system using three different levels of abstractions.

1. Dumb sensor: which returns raw data without any interpretation. For example, a range sensor
might return a real number representing the distance to an object in inches, and a camera may
return an integer matrix representing the intensity levels of each pixel in the image.

2. Inteligent sensor: whichinterpretsthe raw datainto an event using thefunction 7. For example,
the sensor might return something like “will hit an object,” or “a can of Cokeisfound.”

3. Controlling sensor: which can issue commands based on the received events. for example, the
sensor may issue the command “ stop” or “turn left” when it finds an obstacle ahead. In thiscase,
the functions F and 7 should be included in the abstract model of the sensor.



Figure 1: The LABMATE robot with its equipments.

2.2 A Distributed Control Architecture

Severa sensors can be grouped together representing alogi cal sensor [2, 4]. We will assume that each
logical sensor isrepresented asaclient processwhich sends commands through a chanel to amultiplexer
(the server process) which decides the command to be executed first. Besides theselogical sensors, we
might have other processes (general controllers) that send commands to the server process to carry out
some global goals.

Let’scall any process that issues commands to the server a client process. In thisfigure, there are
three types of clients:

1. Commanding sensors, that are usually used for reaction control and collision avoidance.

2. General Controllers, that carry out a general goal to be achieved (e.g., navigating from one posi-
tion to another.)

3. Emergency exits, which bypassthe multiplexer in case of emergencies(e.g., emergency stopwhen
hitting an obstacle.)

3 Experiment Results

A simulator called XS mhas been devel oped to examine theapplicability of the proposed control scheme.
Thissimulator is based on a mobile robot called “LABMATE” designed by Transitions Research Cor-
poration [5]. Thissimulator displaysthe robot on the screen and accepts actual LABMATE commands
like go, turn, read-sonars, etc. In this environment, moving from the simulation to the real robot is
simply amatter of compiling the driver program with the LABMATE library rather than the simulation
library.

The LABMATE was used for several experimentsat the Department of Computer Science, Univer-
sity of Utah. It aso entered the 1994 AAAI Robot Competition [3]. For that purpose, the LABMATE
was equipped with 24 sonar sensors, eight infrared sensors, a camera and a speaker. ! Figure 1 shows
the LABMATE with its equipment.

3.1 Simulation Results

Several experimentswere performed on the simul ator to check the applicability and validity of the pro-
posed control scheme, and the results were very encouraging. The following is a description of one of
these experiments.

'The LABMATE preparations, the sensory equipments, and the software and hardware controllers were done by L.
Schenkat and L. Veigel at the Department of Computer Science, University of Utah.
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In this experiment, We demonstrate the use of the tolerance measures. This experiment also illus-
trates the use of the logical sensors concept to implement high-level requests which incorporate toler-
ance measures and time cal cul ations.

Therequest which wasimplemented for thisexperiment is measurewhich hasthe foll owing syntax:

measure(tolerance, time, pre ference)

wheretolerance istherequired tolerancewith O meaning get the best tolerance, and -1 meanstol erance
isnot important. time istherequired responsetime, and again 0 means asfast as possible, and -1 means
timeisnot important. When both, time and tolerance are specified, thelogical sensor may not be able
to satisfy both criteria, and thisiswhen pre ference isused to specify which criteriashoul d be preferred.
This request returns the resulting tol erance and the time consumed into the same parameters that were
sent.

Thefollowing is the output of a program which uses this request to measure a point in front of the
robot. First it sends a request to get the measure as fast as possible ignoring the tolerance.

Fast response required ...
Y minimumtime ...
11 current reading is 2071 mm wth tolerance 402.4 in tinme 0.9 sec.

Result: distance = 2071 nm tolerance = 402.4, and tinme = 0.9 sec.

Second, the program sends a request to get the best accuracy (minimum tolerance), and thetimeis
irrelevant.

Best tolerance required ...
m nimze the tol erance ..

1l
Il current reading is 1536 mm wth tolerance 298.4 nm in tine 0.6 nsec
11 current reading is 1412 mm wth tolerance 274.3 nm in tine 2.5 nsec
111 current reading is 1383 mm wth tolerance 268.7 nm in tine 3.4 nsec
11 current reading is 1350 mm w th tolerance 262.3 nm in tine 4.4 nsec
111 current reading is 1291 mm wth tolerance 250.8 nm in tine 5.6 nsec
11 current reading is 1259 mm wth tolerance 244.6 nm in tine 6.5 nsec
111 current reading is 1215 mm wth tol erance 236.0 nm in tine 7.6 nsec
11 current reading is 1168 mm wth tolerance 226.9 nm in tine 8.7 nsec
111 current reading is 1139 mm wth tolerance 221.3 nm in tine 9.6 nsec
111 current reading is 1091 nm wth tolerance 212.0 nm in tinme 10.4 nsec
111 current reading is 1062 nm wth tolerance 206.3 nm in tinme 11.0 nsec
111 current reading is 1015 nm wth tolerance 197.2 nm in tinme 11.8 nsec
111 current reading is 971 mm wth tolerance 188.6 mm in tinme 12.5 nsec
11 current reading is 938 mm with tolerance 182.2 mm in tinme 13.2 nsec
111 current reading is 894 mm with tolerance 173.7 mm in tinme 13.9 nsec
11 current reading is 847 mm wth tolerance 164.6 mm in tinme 14.7 nsec
111 current reading is 818 mm wth tolerance 158.9 mm in tinme 15.3 nsec
11 current reading is 756 mm with tolerance 146.9 mm in tinme 16.3 nsec
11 current reading is 724 mm with tolerance 140.7 mm in tinme 16.9 nsec
111 current reading is 694 mm wth tolerance 134.8 mm in tinme 17.5 nsec
11 current reading is 633 mm wth tolerance 123.0 mm in tinme 18.4 nsec
111 current reading is 603 mm wth tolerance 117.2 mm in tinme 19.0 nsec
di stance = 1536 nm tolerance = 117.2, and time = 19.0 nsec

Finally, the program specifies both time and tol erance to be met, preferring the time.

Tol erance required = 150.0, time required = 6.0 nsec.
111 both criteria are specified ...

111 current reading is 2190 nm w th tol erance 425.5 nm and time 0.9 nsec
111 current reading is 2101 nm wth tolerance 408.2 nm and time 2.7 nsec
111 current reading is 2068 nm w th tolerance 401.8 nm and tinme 4.1 nsec
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Figure 2: The trgjectory of the robot while performing the requests.

111 current reading is 2026 mm wth tol erance 393.6 nm and time 5.6 nsec.

Result: distance = 2190 nm tolerance = 393.6, and tinme = 5.6 nsec.

Figure 2 shows the movement of the robot while taking these measurements. The first request did
not cause any movement since it required minimum time. The second request cased the robot to move
forward to minimize the tolerance region. During this movement, the speed of the robot decreases to
get better accuracy. Finally, thelast request a so caused the robot to move forward, but it stopped before
reaching the required tolerance since the time was preferred.

In this experiment we used only the translation in the y direction to minimize the tolerance.

4 Conclusions

In this paper, a distributed sensor-based control scheme was proposed. In this scheme, each sensor can
be viewed with three different levels of abstraction; dumb sensorswhich provide raw data, intelligent
sensors which provides high level information in a form of events, and finally, commanding sensors
which can issue commands representing a reaction behavior for the system. Commands can be issued
by different processes called clients. Each client may issue commands at any time, and a multiplexer
(the server) selects the command to be executed. A priority scheme has to be defined as a bases for
selection. Tolerance measures for sonar sensors were proposed and different strategies to increase po-
sition accuracy were investigated. An example for applying this control scheme to a mobile robot was
described along with the simulation results. We believe that this control scheme provides more flexi-
ble and robust control systems, and alows more modular design for the whole control system. It also
providesfast response for reaction behavior which is an essential requirement in real-time systems.
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